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Abstract  

Personality provides a deep insight of someone and has an important part in someone’s job performance. 

Predicting personality through social media has been studied on several research. The problem is how to 

improve the performance of personality prediction system. The purpose of this research is to predict personality 

on Twitter users and increase the performance of the personality prediction system. An online survey using Big 

Five Inventory (BFI) questionnaire has been distributed and gathered 295 Twitter users with 511,617 tweets 

data. In this research, we experiment on two different methods using Support Vector Machine (SVM), and the 

combination of SVM and BERT as the semantic approach. This research also implements Linguistic Inquiry 

Word Count (LIWC) as the linguistic feature for personality prediction system. The results showed that 

combination of these two methods achieve 79.35% accuracy score and with the implementation of LIWC can 

improve the accuracy score up to 80.07%. Overall, these results showed that the combination of SVM and BERT 

as the semantic approach with the implementation of LIWC is recommended to gain a better performance for the 

personality prediction system. 

Keywords: Big Five Personality, BERT, SVM, LIWC  

1.  Introduction 

Personality is well-known as a mindset of individuals 

that depends on behavior, feelings, attitudes as a 

difference of each human being's characteristics [1]. 

Personality often resembles a person's behavior and 

unique characteristic. The Big Five Personality Traits 

and Myers Briggs Type Indicator (MBTI) are 

commonly used for personality analysis [2]. The Big 

Five Personality Traits are acknowledged as an 

effective way to identify a person's personality because 

it is more informative [3]. The Big Five Personality 

model can predict personality for any benefits, namely 

for prospective job applicants analysis and relationship 

matching analysis [4]. Social media has been operated 

as a platform to share moods, feelings, thoughts, and 

issues about their situation on daily life. Twitter as a 

social media has been excessively active and prominent 

in Indonesia. It is convenient to collect, store and 

analyze Twitter Users' personalities based on their 

Tweets [5].  

Several studies have been fulfilled to identify social 

media users' personalities based on texts or tweets in 

their account. Previous study by [6], used Naïve Bayes 

for the classification method, implemented LIWC 

feature, and the term weighting achieved 53.96% 

accuracy score. The data set size was 211 Twitter users 

with 474.888 tweets data. The authors stated that the 

low accuracy score is due to the imbalanced data. 

Similar study conducted by [7], implemented Decision 

Tree C4.5 method and TF-RF and TF-CHI2 as the 

linguistic approach for personality prediction and 

achieved 65.72% accuracy score on 145 Twitter users 

with total of tweets data as many as 331.439 tweets 

data. The accuracy of 65.72% was obtained by 

combining social features and TF-RF as the linguistic 

approach. The authors of this research stated that the 

low accuracy score is because the inequality of the 

data, therefore the model tends to predict only on the 

dominant class of the data. Another experiment was 

conducted to compare different methods such as SVM, 

BLR, MNB, and CNN on 250 users with 9900 text data 

[8]. The performance results from that research showed 

that the optimal accuracy they achieved was equal to 

61.6% with CNN method with LIWC as the linguistic 

approach. Their optimal performance result was 

because they extracted LIWC features into CNN 

model. This research stated that the use of language 
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features and words features is suitable for 

understanding personality traits. Personality detection 

research usually implements Linguistic Inquiry Word 

Count (LIWC) as a linguistic approach, it is practical to 

analyze a person's personality based on a text document 

and it can increase the performance of the system [8]. 

Yusra et al. [9] applied Naïve Bayes method to classify 

personality traits on 1500 tweets data from 15 users 

using the Big Five Personality with a satisfying result. 

The accuracy score they had was 86.66%. However, the 

dataset size they used was very small. This research did 

not implement any linguistic approach, but the labelling 

process was labelled by a psychologist. The data they 

had was 95 users, due to the inequality of data they 

only used 15 users. Previous research applied Support 

Vector Machine (SVM) to identify personality using 

text classification process with 8660 text data and 

achieve up to 88.40% accuracy score [10]. This 

research compared three different methods: SVM, 

Naïve Bayes, and Neural Networks. Their results stated 

that SVM method has the best performance comparing 

to Naïve Bayes and Neural Networks. The SVM 

method achieved 84.78% accuracy score, Naïve Bayes 

achieved 75.85% accuracy score, and Neural Networks 

achieved 69.8%. The optimal accuracy score was also 

obtained by combining TF-IDF and LIWC as the 

linguistic approach. According to several research, 

SVM has a better performance results compared to 

other methods for personality prediction system. 

Another research related to personality detection 

implemented a text-semantic approach to gain better 

performance result [11]. The semantic approach that 

can be implemented is Bidirectional Encoder 

Representations (BERT), this research gains 92% 

accuracy score in classification task [12]. According to 

this research [13], BERT pre-trained model is effective 

as a semantic approach for the classification task. 

BERT also has been implemented on sentiment 

analysis with 82% accuracy score [14]. On previous 

research, BERT has only been used for text 

classification such as sentiment analysis, it has not been 

implemented on personality prediction yet. According 

to those several research, BERT pre-trained model 

might be suitable for the semantic approach to perform 

the personality prediction system. BERT as the state-

of-art model implements semantic information of the 

context in text data [12]. One of BERT pre-trained 

models namely, “IndoBERT” is a model which 

effective in semantic approach that achieves great 

performance for NLP classification tasks [13]. Previous 

research on sentiment analysis combined Bayesian 

Network with BERT and it stated that it increases the 

performance of the system [15]. Therefore, in this 

research we will experiment on combining BERT with 

SVM method but in personality prediction system. 

This research is combining SVM with BERT as the 

semantic approach for personality prediction system. 

The dataset size in this research is larger than previous 

researches with 295 Twitter users. Our main reference 

is a previous study by [7], the accuracy scores they 

obtained are still low. Their research only uses social 

features data with term weighting as the linguistic 

approach. Hence, this research will implement LIWC 

as the linguistic approach because it is more relevant 

and capable to extract the linguistic feature from text 

[8]. The authors also stated that the gap in their 

research was because of the imbalance data [6]. As for 

the solution to the imbalance data problem, this 

research will implement SMOTE as an oversampling 

technique. The previous research by [7] and [6], had 

only experimented on one method. Therefore, the 

innovation of this research is we conducted an 

experiment to combine SVM and SMOTE with BERT 

as the semantic approach on personality prediction 

system. According to [11], implementation of semantic 

approach has the ability to improve the performance of 

the system. The purpose of this research is to analyze 

the impact of oversampling technique (SMOTE), 

linguistic feature (LIWC), and semantic approach 

(BERT) on personality prediction system on Twitter 

users using Big Five Personality model.  

The rest of the paper is organized as follows. Section 2 

describes the research method of personality prediction 

system on Twitter. Section 3 provides the results and 

discussion of experiments and followed by the 

conclusion in Section 4.  

2.  Research Method 

The system plan of the personality prediction system is 

shown in Figure 1, which consists of data crawling, 

labelling, pre-processing, implementing LIWC features, 

classification process with, and finally evaluating the 

performance 

 

Figure 1. Personality Prediction System 
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2.1. Big Five Personality  

Big Five Personality Trait is a personality model with 

simple implementation to understand and commonly 

used for predicting personality. Big Five Personality 

has five dimensions: Openness, Conscientiousness, 

Extrovert, Agreeableness, and Neuroticism. Every 

dimension has different characters and meanings [16].  

Openness personality trait is a person with high 

curiosity, active imagination, attentiveness, and caring 

characteristic. Conscientiousness personality trait is a 

person with careful, cautious, wide-awake, and 

thorough character. Extraversion personality trait is a 

friendly, easy-going, talkative, cheerful, passionate, and 

enthusiastic person. Agreeableness personality trait 

have characteristics such as high sympathy, attentive, 

and most likely to work in a team. Neuroticism 

personality trait is a person with anxious, nervous, self-

doubt and frustrated character. Linguistic aspect tends 

to have a significant influence on determining 

personality [8]. 

2.2. Data Crawling 

Data crawling is an extraction process to collect data 

from a website that can be stored and analyzed [6]. 

Twitter data is collected by a crawling data system 

which has been developed in previous research [17]. 

The features that we collected from Twitter users are 

the social features data as shown in Table 1 which 

consists of username, sum of following, sum of 

followers, sum of tweets, sum of URLs, sum of media 

URLs, sum of retweets, sum of hashtags, sum of 

mentions, sum of punctuations, and sum of uppercases. 

The total of data is 511,617 tweets data from 295 

Twitter users.  

Table 1. Social Features Data Descriptions 

Social Features Descriptions 

Sum of Follower The number of user’s followers 

Sum of Following The number of user’s following 
Sum of Tweets The number of user’s tweets 

Sum of URLs The number of URLs users had shared 

Sum of Media URLs 
The number of media URLs users had 

shared 

Sum of Retweets The number of user’s retweets 

Sum of Hashtags The number of user’s hashtags 
Sum of Mentions The number of user’s mentions 

Sum of Punctuations 
The number of punctuations users had 

used 

Sum of Uppercases 
The number of uppercases users had 

used on Twitter 

2.3. Data Labelling 

The labelling process will make uses of Big Five 

Inventory (BFI) questionnaire which has been 

developed on previous research [18]. This 

questionnaire is accountable and has been used for 

determining Big Five Personality on several research 

[7]. The questionnaire consists of 25 questions with 5 

questions for each personality trait. The answer for 

each question is represented in scale from 1 to 5. Scale 

1 represents strongly disagree and Scale 5 represents 

strongly agree. 

 
Figure 2. Twitter Users Personality Traits Distribution 

The questionnaire has been distributed through Twitter 

users and this research has collected 295 Twitter users. 

There are 91 users with openness trait, 59 users with 

conscientiousness trait, 48 users with extraversion trait, 

48 users with agreeableness trait, and 49 users with 

neuroticism trait. The distribution for each personality 

trait is shown in Figure 2. 

2.4. Text Preprocessing 

Text preprocessing is one of the steps that need to be 

accomplished before analyzing data [10]. This step is 

essential to obtain a better quality of the data. There are 

six steps of preprocessing which consist of data 

cleaning, case folding, word tokenization, data 

normalization, stop words, and stemming.  

Data cleaning is a process to remove symbols, URLs, 

and numbers from a sentence. Case folding is a process 

to convert all the letters to lowercase in a sentence. 

Word tokenization is a process to separate words by a 

space into a token. Data normalization is a process to 

normalize all the uncommon words with various types 

of writings to formal words. Stop words is used to 

remove all the unnecessary words which has no 

meaning in a sentence. Stemming is the last step for 

preprocessing to return all the words to a basic form by 

removing suffix, infix, and prefix. In this text 

preprocessing we implement “Sastrawi” as the Python 

library for stop words and stemming process. 

2.5. Linguistic Inquiry Word Count 

Linguistic Inquiry Word Count (LIWC) is a method to 

count words automatically based on their categories 

[19]. Pennebaker has developed LIWC since 2007. 

There are two features of LIWC, namely open 

vocabulary and closed vocabulary. The closed 

vocabulary feature can analyze the correlation between 

language and psychological variables [10]. Table 2 

shows the correlation scores between the LIWC 

category and Big Five Personality that has been 

developed on previous research [6]. The closed 
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vocabulary feature is defined by collecting words 

category based on LIWC, which has a significant 

correlation value. The vocabulary is gathered from the 

official LIWC website by translating the vocabulary to 

a formal Indonesian language [6]. 

Table 2. LIWC Correlation Scores 

LIWC 

Category 
O C E A N 

1st person  -0.19 0.02 0.03 0.08 0.10 
2nd person -0.16 0 0.16 0.08 -0.15 

3rd person -0.06 -0.08 0.04 0.08 0.02 

1st person 
plural 

-0.10 0.03 0.11 0.18 -0.07 

Pronouns -0.21 -0.02 0.06 0.11 0.06 

Negations -0.13 -0.17 -0.05 -0.03 0.11 
Assent -0.11 -0.09 0.07 0.02 0.05 

Prepositions 0.17 0.06 -0.04 0.07 -0.04 

Numbers 0.08 0.04 -0.12 0.11 -0.07 

Affect -0.12 -0.06 0.09 0.06 -0.12 

Positive 

Emotion 
-0.11 -0.02 0.11 0.14 0.01 

Negative 

Emotion 
0 -0.18 0.04 -0.15 0.16 

Anxiety -0.2 -0.05 -0.03 -0.03 0.17 

Anger 0.3 -0.19 0.03 -0.23 0.13 

Sadness -0.3 -0.11 0.02 0.01 0.10 

Discrepancy -0.12 -0.13 -0.07 -0.04 0.13 

Tentative -0.06 -0.10 -0.11 -0.07 -0.12 

Certainty -0.06 -0.10 0.10 0.05 0.13 

Seeing -0.04 -0.01 -0.03 0.09 -0.01 

Hearing -0.08 -0.12 0.12 0.01 0.02 

Feeling -0.01 -0.05 0.06 0.10 0.10 

Communicati

on 
-0.06 -0.07 0.13 0.02 0 

Friends -0.01 0.06 0.15 0.11 -0.08 

Family -0.17 0.05 0.09 0.19 -0.07 

Humans -0.09 -0.12 0.13 0.07 -0.05 

Time -0.22 0.09 0.02 -0.12 0.01 

School 0.02 0.04 -0.07 -0.01 0.06 

Job/work 0.04 0.07 -0.08 -0.07 0.07 

Achievement -0.05 0.14 -0.09 0.05 0.01 

Home -0.20 0.50 0.03 0.19 0 

Sports -0.14 0 0.05 0.06 -0.01 

Tv/movies 0.05 0.06 0.05 -0.05 -0.02 

Music 0.04 -0.11 0.13 0.08 -0.02 

Money/financ

e 
-0.04 -0.08 -0.04 -0.11 0.04 

Metaphysical 0.07 -0.08 0.08 -0.01 -0.01 

Death 0.15 -0.12 0.01 -0.13 0.03 

Religion 0.05 -0.04 0.11 0.06 -0.03 

Sexuality 0 -0.06 0.17 0.08 0.03 

Eating/drinki
ng 

-0.15 -0.04 0.18 0.03 -0.01 

Sleep -0.14 -0.03 0.02 0.11 0.10 

Grooming -0.20 -0.05 -0.01 0.07 0.05 

Swear words 0.06 -0.14 0.06 -0.21 0.11 

2.6. Bidirectional Encoder from Transformers 

Representations (BERT) 

BERT is an effective semantic approach and a pre-

trained language model which works based on a 

bidirectional transformer [15].  This experiment 

implements a BERT pre-trained model, namely 

“IndoBERT”. IndoBERT model is specifically made 

for the dataset in Indonesian language [13]. BERT has 

been very successful on several Natural Language 

Process (NLP) tasks [20]. 

BERT makes use of Transformer to learn contextual 

relation among words in a text. The Transformer itself 

consists of an encoder and a decoder. Encoder reads 

text input and decoder writes or produces the prediction 

for classification tasks. On BERT, the encoder reads 

the whole sequence of words on the text input at once. 

It is considered bidirectional because it reads the 

sequence both ways, left-to-right and right-to-left. The 

illustration of how BERT works is shown in Figure 3. 

 
Figure 3. Illustration of BERT [21] 

There are three tokens [CLS], [SEP], and [MASK]. 

CLS token is placed at the beginning of the sentence 

and SEP token is placed at the end of the sentence. 

There are 15% of words in a sequence that will be 

replaced with MASK token. The model will figure out 

the original word of the masked word based on the 

other non-masked word by adding a classification layer 

on the top of encoder output, transforming output 

vectors into a vocabulary dimension, and finally using 

SoftMax for calculating the probability of each word in 

the vocabulary. 

2.7. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a linear model for 

classification and regression that can solve linear and 

non-linear problem [22]. SVM model separates the data 

into classes by creating a line called a hyperplane.  

SVM algorithm finds the best hyperplane by finding 

the closest distance between points and the line from 

the classes. These points are called the support vectors 

and the distance is called the margin. This classification 



Ghina Dwi Salsabila, Erwin Budi Setiawan 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 5 No. 4 (2021) 680 – 687   

 

DOI: https://doi.org/10.29207/resti.v5i4.3197 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

684 

 

 

method aims to maximize the margin to find the 

optimal hyperplane as shown in Figure 4. 

 
Figure 4. Illustration of Optimal Hyperplane on SVM [23] 

As for the optimization, on the classification process 

this research implements Synthetic Minority 

Oversampling Technique (SMOTE). The SMOTE 

optimization is beneficial for handling imbalanced data 

and allows increasing the quality of the SVM Classifier 

[22]. There are several variations of SMOTE namely, 

SMOTE, SMOTE-NC, Borderline-SMOTE, and SVM-

SMOTE.  

In this research we implement SVM-SMOTE. Based on 

previous research, this method is more effective for the 

data imbalance problem compared to other 

oversampling methods because it only focuses on the 

borderline area due to the fact that this area is the most 

critical area for establishing decision boundary [24]. 

The SVM-SMOTE works by approximating the 

borderline area by the support vectors after the training 

process on SVM Classifier and synthetic data will be 

created along the lines joining each minority class 

randomly. 

2.8. Support Vector Machine combined with BERT 

The main idea of the classifier based on SVM and 

BERT is combining the SVM method and BERT as the 

semantic approach. As we can see in Figure 3, on 

BERT Classifier we implement embedding first before 

fitting it into the classification process. 

In SVM and BERT Classifier, we also implement that 

embedding process. As for the classification layer, we 

replace the classifier with the SVM classifier. The 

flowchart of this method is shown in Figure 5. In this 

method, we use the same data train and data test. This 

method also implements “IndoBERT” pre-trained 

model. As for parameters in BERT model is using 

Batch Size = 32, Learning Rate = 3e-5, and number of 

epochs = 4. These parameters are based on previous 

research which stated that these selected parameters are 

the optimal values on various classification tasks [25].  

 

Figure 5. SVM and BERT Prediction System 

3.  Result and Discussion 

This research was carried out by three scenarios. The 

first scenario used SVM method as the baseline and 

compared it with the combination of SVM with 

SMOTE method. The comparison was conducted to 

optimize the model and used for handling the 

imbalance data. The second scenario determined the 

best feature to use for the model, therefore we 

compared social features with social features combined 

with linguistic features (LIWC). The last scenario 

compared SVM plus SMOTE with SVM plus SMOTE 

and BERT using the best features that we have already 

determined on the previous scenario. The total of the 

data set size is 295 Twitter users with 511,617 tweets 

data and it is divided into 80% of data train and 20% of 

data test. The data was labelled by using BFI 

questionnaire to categorize each Twitter account into 

the Big Five personality trait. 

3.1. Results 

The result of the first scenario that compares between 

SVM method and SVM with SMOTE is shown in 

Table 3. The result has shown that the implementation 

of SMOTE with SVM has the better accuracy score 

than using SVM method stand alone. The result of 

using SVM only gain 57.97% accuracy score and after 

the implementation of SMOTE with SVM gained 

higher accuracy score as equal to 77.65%. This has 

shown that SMOTE is effective as the optimization for 

handling the imbalanced data. The accuracy score after 

the implementation of SMOTE is better compared to 

the one without SMOTE.  
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Table 3. First Scenario Results using SVM and SMOTE 

Personality Traits 

Accuracy 

SVM 
SVM + 

SMOTE 

Agreeableness 83.05% 79.41% 

Conscientiousness 42.37% 76.47% 

Extraversion 25.42% 80.88% 
Neuroticism 81.36% 75.00% 

Openness 57.63% 76.47% 

Average Accuracy 57.97% 77.65% 

As stated by the previous scenario, SVM with SMOTE 

has the better performance, hence in the second 

scenario we used SVM with SMOTE. The second 

scenario was conducted to find out the best feature to 

implement in this model. This scenario compared 

between social feature and the combination of social 

feature with linguistic feature (LIWC). The result of the 

second scenario is shown in Table 4. 

Table 4. Second Scenario Result using LIWC Feature 

Personality Traits 

Accuracy 

Social 

Feature 

LIWC + Social 

Feature 

Agreeableness 79.41% 76.46% 
Conscientiousness 76.47% 79.41% 

Extraversion 80.88% 88.23% 

Neuroticism 75.00% 77.94% 
Openness 76.47% 75.01% 

Average Accuracy 77.65% 79.41% 

The implementation of SVM with SMOTE using social 

feature achieved 77.65%. On the other hand, using the 

implementation of linguistic feature (LIWC) combined 

with social feature achieved 79.41% accuracy score. 

There is an increase as equal to 1.76%. This has shown 

that the addition of LIWC feature has a significant 

impact as the linguistic aspects for the model. This 

stated that combination of LIWC feature with social 

feature is better than only using social feature for 

personality prediction system. 

According to previous research, the best feature to 

implement is the combination of linguistic feature 

(LIWC) and social feature. Therefore, in the third 

scenario we implement the combination of linguistic 

feature (LIWC) and social feature. The third scenario 

compared between SVM with SMOTE method and the 

addition of BERT as the semantic approach as shown in 

Table 5. 

Table 5. Third Scenario using SVM and SMOTE with BERT 

Personality Trait 

Accuracy 

SVM + 
SMOTE 

SVM + 

SMOTE + 

BERT 

Agreeableness 76.46% 80.88% 
Conscientiousness 79.41% 79.41% 

Extraversion 88.23% 86.76% 

Neuroticism 77.94% 77.94% 
Openness 75.01% 75.36% 

Average Accuracy 79.41% 80.07% 

The results of the third scenario shown that the addition 

of semantic approach (BERT) has the better accuracy 

than only using SVM and SMOTE. The performance 

result of SVM and SMOTE with BERT achieved 

accuracy score as equal to 80.07%. Meanwhile, the 

accuracy of SVM and SMOTE only achieved 79.41% 

accuracy score. There is an increase between these two 

methods as equal to 0.66%. 

3.2. Discussion 

A previous research by [6], used Naïve Bayes method 

with the implementation of LIWC feature and TF-IDF 

as the term weighting method achieved 53.96% 

accuracy score. The accuracy score of this research still 

has low performance. It may occur because of the 

imbalanced data they had for classification. 

The imbalance data creates bias, it makes the 

classification model tends to predict only the majority 

class. As we can see in Figure 2, due to the limitation in 

this research, the data in this research is also 

imbalanced. However, the improvement conducted in 

this research by using oversampling technique namely 

SMOTE. The implementation of SMOTE has the 

ability to resample the data especially for the minority 

data, in this case the minority data is the “Extraversion” 

class. The “Extraversion” class had the smallest 

accuracy score based on the result shown in Table 3, 

the accuracy score for class “Extraversion” only gained 

25.42%. After the addition of SMOTE as the 

optimization for handling imbalanced data, the 

accuracy score of class “Extraversion” increases up to 

80.88%. The implementation of SMOTE makes the 

data more balance and prevent bias in the classification 

model. This proved that SMOTE is capable to handle 

the imbalance data problem and gain a better 

performance for the system. 

In other research by [7], implemented Decision Tree 

C4.5 method achieved 65.72% accuracy score. The size 

of the data they used was 145 Twitter users with 

approximately 300,000 tweets data. As for the 

linguistic features they used was unigram approach and 

then calculating it with term weighting namely, TF-RF 

and TF-CHI2. The accuracy score of the previous 

research still low may occur because unigram approach 

did not precisely represent as a linguistic feature for 

personality prediction. 

Linguistic Inquiry Word Count (LIWC) as linguistic 

feature is capable to count correlation score between 

words in sentences based on Big Five categories. As 

shown in Table 4, the addition of LIWC feature in this 

research could increase the accuracy score of the 

system. This is because LIWC as linguistic feature is 

capable to recognize personality traits on users from 

tweets data, by analyzing the correlation between 

tweets and psychological variables. The LIWC features 

has its correlation scores which play quite big role in 
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determining users’ personality based on words they 

used in their tweets. Based on the analysis we can 

confirm that the addition of LIWC features have 

significant impact for achieving a better performance. 

Table 6. Comparison of Experiment’s Results 

Conditions Accuracy 

SVM (Baseline) 57.97% 

Baseline + SMOTE 77.65% (+0.34) 

Baseline + SMOTE + LIWC 79.41% (+0.37) 
Baseline + SMOTE + BERT + LIWC 80.07% (+0.38) 

Based on these experiment’s results on Table 5, the 

implementation of BERT as the semantic approach 

combined with SVM method and SMOTE could 

increase the accuracy score. The improvement of the 

accuracy score happened because of the embedding 

process on BERT as the semantic approach. It is also 

because the BERT model we used is a pre-trained 

model namely IndoBERT. It is stated on previous 

research by [13], that this pre-trained model has been 

trained in approximately 23GB of text data in 

Indonesian language. Hence, the model already learned 

multiple times and familiar with the tweets provided 

because it is in Indonesian language. As shown in 

Table 6, the conditions that significantly affect the 

accuracy score is baseline plus SMOTE, BERT, and 

LIWC with the highest increase towards baseline. 

4.  Conclusion 

This research has proposed to implement the 

combination of SVM with SMOTE, LIWC, and BERT 

as the semantic approach to predict personality on 

Twitter users. The performance results of the system 

are good for dataset as many as 295 Twitter users with 

511,617 tweets data. The implementation of semantic 

approach is the key to improve the performance of the 

system.  

The implementation of SVM with SMOTE, LIWC, and 

BERT as the semantic approach has shown better 

performance results comparing to only using SVM 

method. The semantic approach has shown significant 

impact in performance results because the BERT model 

has been trained before and it is more applicable to 

understand the words in the sentences. Hence, it is 

concluded that the implementation of BERT as the 

semantic approach positively affect the personality 

prediction system to achieved better performance. 

Applying personality prediction that classifies Twitter 

users into Big Five Personality traits can make it easier 

for recruiters to analyze their potential employee’s 

personality through social media. 

The limitation of this research is the dataset size still 

small, this research only gathered 295 Twitter users due 

to the difficulties of collecting respondents to fill out 

the BFI questionnaire. The larger amount of data has 

the possibility to achieve a better performance result. 

Therefore, future research can improve the performance 

of the personality prediction system by collecting more 

respondents for the data and experiment on different 

methods such as combining BERT with deep learning 

method for the better performance of the personality 

prediction system. 
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